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A Biologically Inspired Modular VLSI System for
Visual Measurement of Self-Motion

Charles M. Higgins and Shaikh Arif Shams

Abstract—We introduce a biologically inspired computational spatially to detect moving objects, compute a measure of depth
arch_itecturg for sma_lll-field detection and wide-fiel;l _spatigl ir_]te- from motion parallax, estimate self-motion, and so forth.
gration of visual motion based on the general organizing principles This abstracted approach to visual motion processing is gen-

of visual motion processing common to organisms from insects to | hthat it lies t . f . s to primat
primates. This highly parallel architecture begins with two-dimen- €@ €nough thatitapplies to organisms irominsects to primates.

sional (2-D) image transduction and signal conditioning, performs In fact, although the underlying neural hardware is certainly
small-field motion detection with a number of parallel motion ar-  quite different, the leading models describing elementary mo-

rays, and then spatially integrates the small-field motion units to tjon detection in insects [3] and primates [4] have been shown to
synthesize units sensitive to complex wide-field patterns of visual be mathematically equivalent. Similarly, a strong analogy can be

motion. We present a theoretical analysis demonstrating the ar- deb lIs in the brain of a flv which iallv i
chitecture’s potential in discrimination of wide-field motion pat- Made between cells in the brain of a fly which spatially integrate

terns such as those which might be generated by self-motion. A highly specific arrays of small-field motion detectors all over
custom VLSI hardware implementation of this architecture is also  the visual field (Ilobula plate tangential cells [5], [6]) and cells

described, incorporating both analog and digital circuitry. The in- i the brain of a monkey (in visual cortical area MST [7], [8]).
dividual custom VLSI elements are analyzed and characterized, A strong hypothesis for the functional significance of all these

and system-level test results demonstrate the ability of the system s is that th involved in th t of self fi
to selectively respond to certain motion patterns, such as those that celisisthatthey are Involved In the measurement ol sefi-motion.

might be encountered in self-motion, at the exclusion of others. The impressive performance and efficiency of biological or-
. nisms in real-world environments motiv heir
Index Terms—Address event representation, analog VLSI, asyn- ganisms eal-world environments motivates us to use the

chronous digital communication, biomimetic, self-motion, spatial un_derlylng principles to design artlflc!al systems. Hoyvever, in
integration, visual motion. doing so, we must do more than blindly mimic their opera-

tion. Rather we must choose models which, like the motion pro-
cessing system described above, have been widely selected by
evolution and are more general than a particular organism.
NE OF THE most fundamental computations that can be In this paper, we introduce and analyze a computational ar-
performed on a visual image sequence is the detectionatfitecture for small-field detection and wide-field spatial inte-
motion. This primitive operation is so powerful that it is nearlgration of visual motion which is inspired by the principles of
ubiguitous in modern biological organisms which have true vihe biological systems systems described above. A custom VLS|
sual systems [1], [2]. Comparisons of fossil eyes with modeimmplementation of this architecture is also presented and char-
eyes suggest that it may be possible to trace motion detectasierized. We show how this compact hardware system might
back through the evolutionary pathways as far as 400 millidre used in the visual estimation of the self-motion of a moving
years [61]. However, detection of visual motion by artificial sysplatform, which is particularly valuable for small airborne or
tems is quite computationally intensive, requiring (in some forenderwater platforms that not only have very tight power and
or another) the comparison of image sequences at high reseolgight constraints, but also for which ground speed is not nec-
tion in very short amounts of time. essarily related to speed of movement through the air or water.
Biological organisms solve this computational problem with
a massively parallel continuous-time approach to small-field
motion detection. A large number of elementary motion detec- II. RELATED WORK
tors (EMDs) operate in parallel on small portions of the imagg, Computational Architecture

and the patterns of motion (or optical flow) are later integrated ] o . )
Extraction of self-motion information has been a topic of re-

search in the machine vision community for decades and has
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et al.[18]-[20] have developed a detailed model of responses
primate cortical area MST which is closely related to the con
putational architecture presented here. Many similar models
varying levels of detail have been proposed for area MST [2:
[8]. Franzet al.[22]-[24] have shown how to compute optimal
matched filters for estimation of self-motion from optical flow
and compared these filters to the patterns seen in fly tangen
neurons. Their optimal matched filters are completely compe i £
ible with the present system. . O EB";‘E;@”S'"”“’
Avery similar architecture to the one described here has be
independently developed by Douglass and Strausfeld [25], [2
based on the optic lobe organization of Dipteran insects. Th
computational system is very similar to the one described he
but their study concentrates on the effects that details of EN
function and innervation matrix composition have on the tunir
of the output to wide-field motion patterns, whereas the prese
work is more concerned with the range of computations that ¢

possible with the architecture given a fixed set of simple EMDs
and innervation matrices. Fig. 1. High-level vision system architecture. The image to be analyzed
is focused onto a photosensitive front end, which sends changing contrast
. information to four parallel arrays of EMDs. The output of these motion
B. Hardware Implementation detectors is multiplied by innervation matrices (IMs) before being spatially

Because small-field visual motion processing is very welfte9rated to form the output of the system.
matched to continuous-time fully parallel focal plane arrays, a
large number of monolithic integrated sensors of this type ha] ; : . . .
been fabricated [27]-[36] based on a variety of algorithms. Awht stimulation. By using a serial processor to combine the

extensive review of analog VLSI motion sensors can be fouﬁ(&'tpms of Ch?“”e's from neighboring pl_xels In a receiver chip,
in [37]. motion-sensitive outputs were synthesized. This system does

address wide-field spatial integration of visual motion, but
rather synthesis of small-field motion-sensitive units with a
O<§ever algorithm.
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Integrated hardware attempts at self-motion processing h
only begun recently, with the work of Indivegt al. [38].
The zero crossing in a one-dimensional (1-D) array of CM

velocity sensors was used to detect one component of nother closely relgted project is_ th_e work_of Indivetial.
focus of expansion. In a separate chip, the sum of a radtg ], who have published a multichip motion system that

array of velocity sensors was used to compute the rate edpploys .three stages of proces;ing: a photosensitive sepder
flow field expansion, from which the time-to-contact can p@/lth nonlinear temporal differentiation, a programmable in-

calculated. McQuirk [39] built a CCD-based image processz)‘?‘r(fonneCt processor (th(_a Silicon Corte_x [48]) that_allows for
which used an iterative algorithm to locate consistent sta pitrary address remapping, and a motion processing receiver.

points in the image, and thus the focus of expansion. Higgi e sender utilizes the same photoreceptor and nonlinear dif-

and Koch [40] designed a monolithic chip to compute flo .r.entiator usgd here, bgt splits the edge information ffom
field singular points, the function of which is subsumed by thg>"9 and falling edggg_mto t.WO output channe!s, aIIow!ng
independent sensitivity adjustment. The motion receiver

: F

present system. More recently, Deutschmann and Wenisch [ . ; :

have extended Indiveri’'s work to two dimensions by summin ]p IS base_d on the FS alg_orlthm [49] Wh_'Ch computes Ioc_al
age velocity, unlike the direction-of-motion sensor used in

rows and columns in a two-dimensional (2-D) CMOS motio ; K. Adain. thi Kd ¢ add ide-field
sensor array and using software to detect zero crossings present work. Again, this work does not address wide-fie
spatial integration of motion.

find the flow field singular point. ) . :

A growing number of multichip integrated hardware systems Portlions of the present work have been previously published
have been designed to address vision and image procesérihtg?es's form [50].
problems, a review of which can be found in [42]. Many of
these systems, including the present work, use asynchronous
digital communication techniques to transmit information The first processing stage of the architecture, diagrammed in
between chips. The origin of the asynchronous interchiig. 1, is a 2-D focal plane array of phototransduction elements.
communications protocol used in the present work is in thigach element in this stage transduces local light intensity from
work of Mahowald [43], but the protocol has been formalizedn image focused onto it into a signal which can then be trans-
and the performance greatly improved by Boahen [44], [45hitted to further stages. At each element, this stage includes
who designed and provided the circuitry used here. adaptation to the mean local light intensity. Only changes from

In a related approach to the present work, Boahen [46] hidie local mean illumination are transmitted to the next stage.
published a multichip vision processor that computes motionThe second stage includes multiple 2-D arrays of EMDs,
by emulating a model of primate motion computation. Theach of which receives the local contrast change information
photosensitive sender chip has four output channels per pixebm the first stage and computes a measure of local image

I1l. DESCRIPTION OF THEARCHITECTURE
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motion. In the most trivial case, the multiple parallel motiownf these. Unlike pure translational flow patterns, generalized

detector arrays are distinguished by differences in orientatispiral stimuli all have aingular pointdefined as a point where

of the EMDs; however, these arrays could potentially diffétow field vectors pass through zero.

in speed tuning, spatial frequency tuning, or other propertiesWe will define the response of an elementary motion detector

that could be spatially integrated to produce useful wide-fieldee Fig. 3) in terms of two parameters: the preferred direction

measures of image motion. ¢, and the angular “bandwidth¥,. ¢, is the motion direction
The reason for duplication of motion arrays at this stagd which the EMD responds maximally and also corresponds

is twofold. First, the motion computations carried out in thito the angular centroid of motion tuning, is the angular ex-

stage need not interact and thus may be carried out efficiertéyt around the preferred direction to which the EMD responds,

in parallel. Second, identical motion processors may be usedihich we will take to have a maximum of 180 degrees. This

this stage by appropriate manipulation of the image informati@mple EMD model takes into account only the optical flow

which they receive. vector angle, without regard to the speed of local image mo-
The final stage spatially sums the output of each EMD arrdipn.! If the local optical flow vector angle i8im, then the

after multiplying with weighting matrices (called heérmerva- EMD output may be expressed as

tion matricesafter Douglass and Strausfeld [25]) to synthesize . .

units which are tuned to specific position/orientation patterns of Opmp = { L, 0, — 7”_ < Ostim < 0, + 3

wide-field optical flow. The innervation matrices may be (andin 0, otherwise.

general are) different for each EMD array due to the particular

properties of each. As Perroatal.[18] have shown, these sets,

X . . ; the essentials both of the hardware motion detector used in the
of innervation matrices may be considered as templates for pat-

terns of desired wide-field motion, and the multiplication an&””e”‘ |mpl_ementat|on and of more advanced implementations
) . . . . currently being developed.
summing operation a correlation with these templates. Multlp?e : : .
. . : . n the discussion to follow, each of the four motion processor
simultaneous sets of innervation matrices are supported, each : . . N
: o . - arrays will be considered to have a different preferred direction
summed into a separate unit in the final stage. Thus, the fi
oo - apart.
stage unit with the largest value may be considered to represent
the template having the highest correlation with the input o
tical flow pattern.

An additional function of the final stage is a soft thresholding Let us now consider a template for centered expanding
operation so that outputs above a certain numerical threshold gxetion such as might be encountered with a fixed translating
emphasized, and outputs below this threshold are diminishedmera looking in the direction of heading [Fig. 2(a)].

This will allow simple discrimination of flow field types based Fig. 4 shows a simple binary set of innervation matrices
on template matching. For each set of innervation matrices, tbich would most closely match the response of this system to
final stage produces a scalar number which indicates the threg@ntered expanding motion; Fig. 5 shows the response of the
olded correlation with that template. system with these innervation matrices to various flow patterns.
Though we explore only binary innervation matrices both for
simplicity of theoretical discussion and for emulation of the
IV. THEORETICAL PREDICTIONS h_ardware system, the innervation matrices in general can be
signed real numbers.

In this section, we analyze the performance of the motion pro-Let there beN by N elements in each motion processor
cessing architecture in distinguishing patterns of visual motieriray. If centered expanding motion is presented, each EMD
using templates. Crucially, this analysis shows that optical flowith nonzero innervation matrix entry will be activated, re-
patterns which match the current template can be distinguistsdting in a maximal response at the output of the final stage
from other patterns on the basis of the thresholded scalar sys@fmapproximately
output. .

In order to simplify the following discussion, let us trivialize Ococo =4 b
the operation of the first and second stages by assuming that the 360
inputs to the system, rather than visual images that change overhjs quantity represents the element-by-element product of
time, areoptical flow fields vector fields indicating local 2-D each EMD array with its corresponding innervation matrix fol-
image motion direction and speed. We will compute the outpigived by a spatial sum over all arrays to produce a single scalar
of each element of the motion processor arrays as a functigRich will appear at the output of the system. The above quan-
of the local motion vector at its location. Let us also assum&;gy is an approximation derived by assuming that the visual field
static flow field, that is, whatever pattern of wide-field motions circular and that the number of elementss very large. The
is present (e.g., expansion, contraction, rotation, or translatigipt subscript ¢e for centered expansigindicates the tuning of

is maintained throughout the experiment. the set of innervation matrices and the second subscript (again,
Fig. 2 shows examples of the types of flow fields relevant for

self-motion. Flow fields such as expansion, contraction, and ro-

tatfon W|". be referred to ageneralized Sp"a_St'mU" becgusg 1Douglass and Strausfeld [25], [26] extensively address more complex EMD
spiral optical flow patterns are made up of linear combinatiomsdels in a similar architecture.

Leaving aside speed tuning, this simple EMD model captures

%’_ Centered Optical Flow Patterns

N2.
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Fig. 2. Optical flow fields relevant for self-motion estimation. (a) Expansion, corresponding to translation of the camera in the directiorréhis pamgng.
(b) Contraction, corresponding to translation away from the direction the camera is pointing. (c) Rotation, corresponding to rotation of tabmatra@raxis
normal to the focal plane. (d) Translation, corresponding to rotation of the camera about an axis parallel to the focal plane.

ce for centered expansigrindicates the type of pattern pre- Finally, pure translational motion (second subscript2) in
sented. For the purpose of comparison, let us define a baselmy given direction will activate all EMDs oriented withil
quantity degrees of the stimulus angle [Fig. 5(d)].0ff < 90°, either
P one or none of the EMD arrays will be activated. The response
b 2 . .
— will be zero for stimulus angles more thégy2 from any of the
360 four preferred directions or
which is the sum of a single innervation matrix. This value P
comes from the fraction of all possible innervation matrix en- Ocet1 = b N2 = Sim
tries which are unity. The output in response to a centered ex- = . o 360 o
panding pattern may now be expresse@as.. = 4Sin. for directions within 90 of a preferred direction. .If, however,
If centered contracting motion is presented (second subscfipt > 90°, more than one EMD array can be simultaneously
cc), motion occursonly in areas which have zero innervatiorfCtivated, resulting in a maximum responsefat 180°) of

: . ) o p
matrix entries [see Fig. 5(b)], resulting in zero response Ocers = 0 % N2 _og.

Oce cc — 0. 360
) o o The results of this section are summarized in Table I. If we
A centered rotational flow field (second subscrip}, in ei-

- et ) : ) compare the responses to these four flow field types with the
ther rotational direction, will activate areas of EMDs which arggntered expansion template, we find the worst-case situation
90° out of alignment with the expansion innervation matriceg,. giscrimination of these four flow field types occurs with
[Fig. 5(c)], resulting in zero responsefff is less than 98 and  y _ 1g0° and resuits in the response to rotation and transla-
a response of approximately tion being half that of expansion, with the contraction response
0, =90 o being identically zero. In the best casej,if< 90°, the response
Oce cr — 4——N S 2Sim . . . .

’ 360 to contraction and rotation are zero, and translation yields a

response of at most one quarter that of expansion. Thus, to

Sim =

if 8, is greater than 90
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eb If the FOE is positioned in the upper left corner of the visual
—————— field [Fig. 6(c)], the up and left arrays are completely inacti-
o % 1 ‘““""‘Am\,w vated, and the activation of the down and right arrays depends
uponfy. It can be shown geometrically thatdf < 37°, no
EMDs with nonzero innervation matrix entries will be activated.
In the worst case, = 180), the down and right arrays are fully
activated and thus

0 _ 0, 0, < 37°
€2 7\ 285, 6, = 180° (worst case).

The response at the other edges and corners are the same by
: : £ : 3 symmetry. A plot of the worst-case output as the FOE is varied
180 |+ RN ; : : 2 o over the entire visual field of the system is shown in Fig. 6(d).

: : : : The peak is clearly at the center where the flow field best
matches the template. In the best case, the corners of this plot
will reach zero. In the worst case, to match only a centered

R oo : o S expanding pattern the threshold of the final stage must be set
210 T L 330 between 3;,, and 45;,,,.
e : a It is important in this case to consider a contracting stimulus
e L (Fig. 7) because the response with the centered expansion tem-
: ' plate actuallyncreasess the focus of contraction (FOC) moves
away from the center. If the FOC is centered [Fig. 7(a)], there
270 is no overlap between activated EMDs and nonzero innervation

! . ) __matrix entries, resulting in a zero system response
Fig. 3. EMD tuning curve. The response of the EMD is plotted against

w?"w'

stimulus anglé..;... The response is unity in the range of local motion vector Ococe = 0.
anglesd, — 0,/2 < Bsuim < 8, + 6,/2 and zero otherwise. In the example ’
shown.#,, andé, are both 90 degrees. However, if the FOC moves to the left edge of the visual field

[Fig. 7(b)], the left-oriented EMD array is activated in areas with
discriminate expansion from other centered pattern types, thenzero innervation matrix entry, and the system response is
threshold in the final stage must be set in the worst case betwgeoportional tad,. In the worst casedf, = 180°), we have
2S;, and 45;,,. Ot = S,

B. Optical Flow Patterns With Variable Singular Points With the FOC in the upper left corner of the visual field
Let us now generalize our set of flow field types to allow norlFig. 7(c)], both up and left-oriented innervation matrices may

centered patterns. As mentioned earlier, our generalized spltave activated EMDs. #;, < 90°, there is no response in this

stimuli (expansion, contraction, and rotation) each have a skase. In the worst cas#,( = 180°), these two innervation

gular point, defined as a point where flow field vectors pagBatrices are fully activated and thus

through zero. In the case of expansion, this point is called the 0, 0, < 90°

focus of expansion (FOE). For rotatory flow fields, the singular Oce,c2 = {25’im’ 0, = 180°.

intis called the axis of rotation (AOR). N h singular poin . .
POl ts_ca edthe axis o ot_ato (AOR). Nosuchs \guar po Aplot of the worst case output as the FOC is varied over the en-
exists in pure translatory fields, and thus our previous d|sc115-

sion has handled those flow field types. If we continue to u e visual field of the system is shown in Fig. 7(d). The lowest

our centered expansion innervation matrix set and vary the F @ue s in the cenFer where the flow field is ort_hogonal t_o the
and AOR of our flow fields, how will the system respond? emplate. Values rise away from the center, with a maximum
' . 0of 25, in the worst case. Thus, to discriminate a centered ex-

Let us first consider an expanding flow field pattern. As illus- anding pattern from all other contracting and exoanding pat-
trated in Fig. 6(a), the maximal response occurs when the flgw gp 9 P gp

field is centered, and thus aligned with the template :r:gséi;he threshold of the final stage must be set betwégn 2

Oce,ce = 4Sim. Let us now consider rotatory flow fields. With the AOR

If the FOE moves to the far left edge of the visual fielillgned with the expansion template [Fig. 8(a)], zero response

s obtained as lon is less than 90 degrees. In the worst
[Fig. 6(b)], the left-oriented array is completely inactivate g o ¢

ase ¢, = 180), two innervation matrices are fully activated

while the right-oriented array is fully activated. It can be showgnd thus

geometrically that, i, < 60°, the up and down arrays are also

inactivated. Asf, increases beyond 60the activation of the O _ {0, 0, < 90°
up and down arrays increases, and in the worst case the up and e 28im, Op = 180°.

down arrays are fully activated. Thus, With the AOR at the left edge of the visual field, the up-oriented

o | Sim, fp < 60° innervation matrix is inactivated, the down- and left-oriented
el ™ 1 38, 6, = 180° (worst case). innervation matrices are activated proportionabto and the
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Fig. 4. Template for expanding motiofl, = 90°. This set of binary “innervation matrices” yields a maximal response when the pattern of motion spatially
correlates. Above each panel is indicated the preferred diregtiofthe EMD array: 0, 90°, 180°, and 270 corresponding, respectively, to rightward, upward,
leftward, and downward motion. The 2-D extent of each panel represents the visual field of the system. Gray indicates unity innervation maiitiotheue;
entries are zero. The arrows indicate the flow field pattern which would maximally stimulate this innervation matrix.

right-oriented innervation matrix is activated only féf > of translation, it is very easy to extend our results for other

116°. In the worst caseff, = 180), we have template types.
Templates for noncentered expansion provide much the same
Ocer1 = 2Sim. response as that for centered expansion. The same thresholds

and values apply, allowing us to use multiple simultaneous tem-
Finally, with the AOR in the upper left corner of the visual fieldplates for expansion and take the maximum to estimate a crude
the up- and right-oriented innervation matrices are inactivategdcus of expansion. Templates for contraction are orthogonal to
the left-oriented matrix is activated in proportionfg and the those for expansion, but otherwise provide very similar results
down-oriented matrix is activated fé§ > 90°. In the worst with contraction and expansion responses reversed. The output

case §, = 180), we have for templates tuned to rotation are again very similar, but the re-
sults cited for expansion and contraction now apply to rotation
Oce,r2 = 2Sim. and vice versa. In all of the above cases, the same threshold may

be used to discriminate the optical flow field pattern to which the
Therefore, the maximum response for rotatory flow fields usingnervation matrix set is tuned from other patterns.

the centered expansion template #2. In fact, forf, = 180°, | the case of a template for translation, however, some spe-
the output as the AOR is varied over the entire visual field ial consideration is required. Let us consider the particular case
constant at &;,,. of a leftward-tuned innervation matrix set. This innervation ma-

Comparing the results for all three flow field types in thigrix is unity over the entire visual field of the array of EMDs
section, summarized in Table Il it is clear that we may set ogfiented in the leftward direction and zero elsewhere. Thus, for
threshold between&,, and 45, in order to discriminate cen- translatory optical flow patterns, the response is
tered expanding flow from other flow field types even if the sin-
gular points are allowed to vary. This is the same threshold value ~ Or¢ = N* > 2S5, (with equality for6, = 180°)

suggested for centered optical flow patterns. . I L
99 P P for stimulus angles withird, /2 of the leftward direction, and

zero otherwise.
However, in the case of expanding optical flow the sum of
Our entire discussion so far has assumed an innervatihe leftward-oriented EMD array reflects how many EMDs are
matrix set tuned for centered expansion. With the exceptiactivated, which is monotonically dependent on the position of

C. Other Templates
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Fig. 5. Response of centered expansion template to four elementary types of rptien90°. The 2-D extent of each panel represents the visual field of
the system. Gray areas indicate nonzero innervation matrix values. Arrows indicate the response of the EMD array to the given flow field patteachAbov

panel is indicated the preferred directiénof the EMD array. (a) Expansion: maximal response; each responsive EMD has a corresponding nonzero matrix entry.

(b) Contraction: zero response; no correlation with pattern. (c) Rotation: zero or weak response. (d) Translation: weak response.

TABLE |

SUMMARY OF FINAL STAGE OUTPUT WITH A CENTERED EXPANSION
TEMPLATE IN RESPONSE TOCENTERED OPTICAL FLOW PATTERNS.
A THRESHOLD BETWEEN 25;,,, AND 45;,, IS SUFFICIENT TO
DISTINGUISH EXPANDING PATTERNS FROM ALL OTHERS

Type of optical flow presented

Final stage output

(scaled to S;,)

Comment

Centered expansion

4

Maximal response

(best match to template)

Centered contraction

Minimal response

(orthogonal to template)

. 0° < 6, < 90°
Centered rotation No response for small 6,
<2 90° < 6, < 180°
. <1 0° < 6 < 90°
Translation
<2 90° < 6, < 180°

EMDs will be activated. Between these two FOE positions,
the number of EMDs activated varies in proportion to the dis-
tance of the FOE from the left side. If the FOE moves up or
down in the visual field, the modulation of the output is much
less, decreases égincreases, and the output does not vary at
all for vertical FOE movements &, = 180°.

The similarity in response between leftward translation and
expansion with the FOE at the far right is not artificial. In fact,
with 8, = 180°, the leftward EMD array response to these two
flow field types is identical.

Thus, for a leftward translatory template presented with an
expanding flow field pattern, the output of the system mono-
tonically reflects the position of the FOE. In the special case
of 8, = 180°, the output is linearly proportional to the hor-
izontal FOE position and is independent of the vertical FOE
position. An upward-tuned template can likewise compute the

the FOE (see Fig. 9). If the FOE is to the far left, no leftwaryertical FOE position. We have written earlier about this fact

motion will be observed and thus the response is zero.
FOE is to the far right, approximately

If t[{éO] and used it to build a monolithic hardware system to com-

pute optical flow singular points. With a simple set of calcula-

tions, the output of this system can also compute the singular
point of rotating flow fields, as well as spiral flow fields made
from a combination of expansion, contraction, and rotation.
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Fig. 6. Response of centered expansion template to expanding motion with variablé,F9B()°. The 2-D extent of panels (a)-(c) represents the visual field
of the system. Gray areas indicate nonzero innervation matrix values. Arrows indicate the response of the EMD array to the given flow field gattetn. (a
FOE aligned with template. (I6)..,.:: FOE at left edge. (0))..,.>: FOE at upper left corner. (d) Plot of worst case responsefyith 180° as the FOE is varied
over the entire visual field. The 2-D extent of this panel represents the position of the FOE in the visual field. The plot has been%galed to

The results of this section are summarized in Table Ill. lachieve “virtual wiring” [51], [42] which cannot be practically
order to fulfill the purpose of discriminating a translatory flonachieved in conventional VLSI technology.
field type from other types, it is necessary in general to set theThe interchip communications protocol used in this work is
final stage threshold lower tharbz,. Because this threshold isknown as the address-event representation (AER). The original
different from that required by other flow field types, in practicahnd most basic form of AER utilizes two digital control lines
application we willdoublethe response from each EMD in thisand several digital address lines to interface a sender chip to
template, allowing us to set our threshold at a level comparalaleeceiver chip, as shown in Fig. 10. The protocol is used to
to the other template outputs: betwee$y,2 and 45;,,. Thisis communicate the occurrence of a binary “event” from sender
mathematically equivalent to setting each nonzero innervatitm receiver in continuous time. A four-phase asynchronous
matrix entry in the set tuned for translation tiwo instead of handshake between sender and receiver guarantees reliable
one. communication between chips; the address lines communicate
the spatial position of a requesting sender pixel to the receiver
chip, which forward the event to the receiver pixel with the
same spatial position.

The hardware implementation of the motion processing This protocol effectively allows any sender pixel to commu-
architecture is based on modular mixed-signal VLSI buildingicate digital events to the corresponding receiver pixel. Be-
blocks connected with a high-speed asynchronous digitaluse requests can come at any time from any pixel in the array,
communications bus. In direct contrast to a monolithic VLSt is necessary to use an arbitration scheme on the sender to
system, the individual components of this multichip system aserialize simultaneous events onto the single communications
meant to be reusable in different configurations. In additiobus. Because the asynchronous protocol operates so quickly (on
manipulation of communications on the bus can be used rianosecond scales) relative to the timescale of visual stimuli

V. IMPLEMENTATION DETAILS
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Fig. 7. Response of centered expansion template to contracting motion with variablé F©®0°. The 2-D extent of panels (a)—(c) represents the visual field
of the system. Gray areas indicate nonzero innervation matrix values. Arrows indicate the response of the EMD array to the given flow field pattetn. (a
FOC aligned with template. (f)....1: FOC at left edge. (c])..,.o: FOC at upper left corner. (d) Plot of worst case response fyite 180° as FOC is varied
over the entire visual field. The 2-D extent of this panel represents the position of the FOC in the visual field. Plot has been%galed to

5]
8

(on millisecond scales), the serialization caused by sharingfied orientation in its address space, this address rotation
a single digital bus is usually benign for sensor applicationgives each a different orientation in visual space. The motion
Various schemes exist for deciding which of several simultaemputed by the transceivers is sent out to the third stage.
neously requesting sender pixels is allowed to use the bus fixéption information from all of the transceivers is combined
[43], [52]-[54]. The scheme used in this paper is a binary trée a routing processor which sends this information to a final
arbiter [45], which yields a quick decision and scales well timtegrating receiver chip which simply converts its input into
large array sizes. a voltage which can be read out of the system. This system
The circuitry necessary to implement the protocol varies frog@mbines the programmability implied by the EPROMs and
scheme to scheme. The particular hardware implementatiortle@ routing processor mapping function with the high speed
AER used in this chipset has been devised by Boahen; refefed low power consumption of custom VLSI chips.
[45] for further details. The AER bus in this implementation . i
has a maximum bandwidth around 2.2 MHz, with a requedt: Photosensitive Sender Chip
acknowledge cycle occurring about every 450 ns. The sender chip provides a visual front end for all further
The first stage of the implementation (see Fig. 11) is processing. This chip detects moving contrast edges in animage
photosensitive sender chip, which transduces changes in lifgtused directly upon it. Edge locations are communicated
intensity into moving edge information. This edge information isff-chip via the AER bus. Qualitatively, the output of this
sent through a bank of EPROMSs which rotate the address spab# looks like an image filtered in real-time with an spatial
so that each of the identical second-stage motion transceieege-enhancing operator; however, the edges disappear when
chips has a different rotated view of the edges generated. motion is present. A very similar chip has been described
Because each transceiver chip computes 1-D motion atamld characterized in detail in an earlier paper [42].
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Fig. 8. Response of centered expansion template to rotatory motion with variabledpGR90°. The 2-D extent of each panel represents the visual field of
the system. Gray areas indicate nonzero innervation matrix values. Arrows indicate the response of the EMD array to the given flow field pattern A@QR
aligned with template. (b)..,.1: AOR at left edge. (cP..,2: AOR at upper left corner. Worst-case response itl== 180° yields a constant output 0f2,,
as the AOR is varied over the entire visual field.

TABLE 1l

SUMMARY OF FINAL STAGE OUTPUT WITH A CENTERED EXPANSION
TEMPLATE IN RESPONSE TOOPTICAL FLOW PATTERNS WITH VARIABLE
SINGULAR POINTS. A THRESHOLD BETWEEN 25;,,, AND 45}, IS SUFFICIENT
TO DISTINGUISH CENTERED EXPANDING PATTERNS FROM ALL OTHERS

Type of optical flow presented

Maximal response

Minimal response

(scaled to Sim) (scaled to Sin)

0 0y < 37°
Expansion 4 (centered)

2 0, = 180°
Contraction 2 (6, = 180) 0 (centered)

. 0 0y < 90°

Rotation 2 (6, = 180)

2 0, = 180°

the assumption that a sudden change in local intensity is due
to a passing spatial edge. When an illumination edge passes
over the pixel, the event is communicated to the receiver. In
this implementation, events are communicated on the bus only
when the illumination changes, resulting in an efficient use
of bus bandwidth. Arbitration, address encoding, and other
interface circuitry to support the protocol are located in the
periphery and described in [45]. The chip also incorporates
a serial scanner for readout of the raw photoreceptor image.
The photoreceptor circuit (shown in Fig. 13(a) and analyzed
in detail by Delbriick and Mead [55]) adapts to the local light
intensity on slow time scales (a few seconds), allowing high
sensitivity to transient changes over a wide range of illumination
without a change in bias settings. The nonlinear differentiator

The core of the sender chip is a £412 array of sender pixels. circuit (shown in Fig. 13(b) and analyzed in detail by Kramaer

See Fig. 12 for a layout diagram. Each sender pixel contaials [49]) produces a current pulse whenever the photoreceptor
an adaptive photoreceptor [55] and a nonlinear differentiatoutput changes suddenly. This circuit is nonlinear in the sense
circuit [49] interfaced to the interchip communication circuitrythat it produces a fairly narrow (1-10 ms) current pulse at the
This combination of adaptive photoreceptor and nonlineahange of the derivative sign [56] both for sharp and smooth
differentiator is sensitive only to sudden changes in lightputs, due to the nonlinear feedback. The amplitude of the
intensity, and is referred to astamporal edge detectpwith  current pulse from this circuit can be shown to be proportional
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Sender Receiver

ADDR ADDR

Communications model
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of the FOE in the visual field. The response of the system linearly indicates tt
position of the FOE. 19, = 180° (as in this example), the response linearly
indicates the horizontal FOE position independent of the vertical FOE positiol

Fig. 9. Response of leftward translatory template to expanding motion wit REQ \ / \

variable FOE#, = 180°. The 2-D extent of the figure represents the position
1
L .

Plot has been scaled 8., Handshaking protocol
(b)
TABLE Il Fig. 10. AER protocol summary. (a) The model for AER transmission
SUMMARY OF FINAL STAGE OUTPUT WITH A LEFTWARD TRANSLATION is shown: a sender chip communicates with a receiver chip via request,
TEMPLATE. A THRESHOLD OF25;,, IS SUFFICIENT IN MOST CASES TO acknowledge and address lines. (b) The handshaking protocol for transmission
DISTINGUISH TRANSLATING PATTERNS FROM ALL OTHERS using the above control and address lines is shown: a request with a valid
address leads to an acknowledgment, which in turn leads to falling request and
Type of optical flow presented Response Comment falling acknowledge.

(scaled to Sin)

Translati >2 Equality for 6, = 180 . . ) . . .
anearon = gy or % receiver and sender peripheral circuitry are present on this chip

(Fig. 15), taking up a significant proportion of the available area.

The core of the transceiver chip is a 222 array of pixels.
Each pixel contains both receiver and sender communications
to temporal contrastthe product of stimulus speed and spatiahterface circuitry, and a motion circuit implementing the in-
contrast [33]. hibit-trigger-inhibit (ITI) direction-of-motion algorithm [33].

The sender pixel communications interface circuit (modified The receiver pixel communications interface circuit (modi-
from [45]) is shown in Fig. 14. Its input curredy, is taken from  fied from [45]) is shown in Fig. 16. A current, the magnitude
the nonlinear differentiator circuit output. Under normal AERf which is controlled by the biak,.., is produced to charge
bus load conditions, this circuit generates a event rate lineaghe capacitor only when botk,.; andY.,, are active high. The
proportional to the current input,,. biasesV, .. andV;., allow adjustable low-pass filtering of the

The input current from the differentiator circuit will only ex-input current to produce the complementary voltage sigials
ceed the threshold set BY.., for a few milliseconds after a andV/,; after amplification by a series of CMOS inverters.
sudden illumination change. If the pixel request is not servicedThe |TI motion algorithm (shown in Fig. 17 and analyzed
within this time, the request will be withdrawn. For this reasoRy getail in [33]) computes the direction of a moving edge by
a slowdown in bus activity will not cause a large buildup of Ungetection of the order of edge arrival at neighboring pixels. It
serviced events. During the time that the interface circuit i”pHiquires theV,,,. inputs from both left and right transceiver
current is sufficiently large, the pixel will communicate a bur%hip neighbors, as well as tfig,, from the current pixel. The
of _events to. thg corresponding receiver pixel the rate and %1tage signal;;. is “triggered” (raised to the upper voltage
ra_tlon of which is dependent upon the temporal contrast of tgﬁpply) by the arrival of a local edge, and “inhibited” (lowered
stimulus. _ ~ toground) by the arrival of an edge to the left. The sigial is

The average power consumption of the sender chip is onf)sq triggered by local edge arrival, but inhibited by an edge to
3.8 mW even at high bus usage due to the short duration of eggh right. Both signals have an adjustable leak to grolfigh()
request. so that the motion signals detected have a variable persistence
time. These two binary voltage signals together unambiguously
encode the direction of edge motion in one dimension across the

The purpose of the motion transceiver chip is to receive edgensor: when they are the same, no motion has been detected.
information, compute local 1-D motion, and transmit this inforWWhen they arelifferent the direction of motion is indicated by
mation in the form of a train of events to the next stage. Bothhich one is high. Thus the numerical difference of these two

Expansion, contraction, and rotation | 0 — 2 Monotonically dependent on

singular point position

B. Motion Transceiver
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Fig. 11. Overall hardware architecture of motion processor system. Gray arrows indicate AER address buses. The EPROM for zero-degree ragtiords not
in this configuration and is included for generality only. The C-element is a device built from discrete logic to provide synchronization ofrali$osivers to
the single sender. The address multiplexer is used to reduce the pin count into the routing processor; connections from the processor to ¢éherauitiplex
shown for simplicity. The routing processor is currently implemented with a microcontroller, but can be replaced by a much more efficient FPGA (see te

resembles the output of the prototypical EMD from Fig. 3 with
0, = 180°.

The sender communications interface circuit is shown in
Fig. 18 and contains one additional element from that shown
| for the sender chip. The input currefi, from the ITI motion
%ﬁﬂ%ﬁg%ﬁﬁ%ﬂa = circuit is adde_q to a constan_t current gontrolled Byon so
ﬁ@ﬁ ﬁﬁ ﬁ{%ﬁ ﬁ%ﬂrn = ! that both positive and negative excursions of the ITI cwcun_
output current can be represented in event frequency. This
“spontaneous” activity of the spiking circuit continues when
no motion is present and serves as a baseline around which
increases and decreases can occur.

Under medium bus load conditions, each transceiver chip
consumes a static power of less than 5 mW at 5 V.

%

B
Brnib i eh

s s | B0 L O Ak R
= mll&ﬂﬁﬁﬂ&ﬁ%%%ﬁ

C. Integrating Receiver

=
L
B
15
i
B2
iz
i
i
L
s

E

!

:

The integrating receiver chip (Fig. 19) contains ax279
array of pixels, each of which serves the purpose of converting
event frequency into dc voltage. The periphery of the chip con-
tains AER interface circuitry for decoding addresses and dis-
tributing events to individual pixels, as well as serial scanner
Fig. 12. Layout of the sender chip, as fabricated on a MOSIS tiny chip fircuitry which allows individual access to the output voltage of
a 1.2pum standard CMOS process. Total area of the chip is<2211 mnf.  each pixel.

Inside the padframe at the periphery to the top and left is scanner circuitty The antire circuit for the receiver pixel is shown in Fig. 20.

for observation of pixel activity. At the periphery to the bottom and right i

arbitration and address encoding circuitry to support the AER protocol. Tﬁ—(he receiver interface is identical to that shown earlier for the

core of the chip contains a 2412 array of pixels. transceiver chip, integrating the train of events into a voltage
Vinem- With the use of theéV,.,w<e transistor, this value can

voltage signals is computed by further circuitry in the form dbe scanned out of the chip as a current. The Bigg.: is

a bidirectional current, which goes on to the sender interfapeovided to allow multiplication of the output current to a

circuitry. convenient level.

Because this circuit implements a “direction-of-motion” al- In order to analyze the behavior of this circuit, let us assume
gorithm, it responds with a nearly constant positive current tbat it has a constant input from the AER bus with event fre-
1-D motion having a component in the direction of its orientaguencyf and pulse widthi'. Each time an event is received, a
tion for nearly 180 of stimulus angle. Thus, its output closely‘quantum” of charge is delivered to thég,e, node. If theV,
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Fig. 15. Layout of the transceiver chip, as fabricated on a MOSIS tiny chip
in a 1.2um standard CMOS process. Total area of the chip is<2211 mn?.
Inside the padframe at the periphery to the top and left are address decoding
L\\
\

and other circuits implementing an AER receiver interface. At the periphery to
the bottom and right are address encoding and arbiter circuits implementing an

f_"—r AER sender interface. The core of the chip is axL22 array of pixels.

Vprout >— +

4 1
i

T
M1 *ld"

Vgain —

Fig. 13. Components of the temporal edge detector. (a) Adaptive
photoreceptor which allows sensitivity to transient contrast changes
over a wide range of illuminations. (b) Nonlinear differentiator circuit which
responds only to sharp changes in illumination.

Fig. 16. Transceiver pixel receiver communications interface circuitry. When
inputs X..; andY.., are both active high, digital signals,.. andV,.. are
activated.

ppix  transistor is operating in the subthreshold regime, the current
during the time thal/x is low (assuming/ymem is much less
thanVy,) is

[up — Iope—Kuna-i-Vdd

(wherex is the subthreshold model parameter relating changes
PV ¥ in gate voltage to changes in channel surface potential) and the
total charge delivered is

Rpix
Apix Qspk = IUPT'

With a fixed event frequency, we can compute the average cur-
rent tending to raise the potential &f,.,,, as

Fig. 14. Sender pixel communications interface circuilty;, andA,;. are .
the interface with the row arbiter, ard,;,. goes to the column circuitry. Tup = fQspk-
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Fig. 19. Layout of the receiver chip, as fabricated on a MOSIS tiny chip in
a 1.2um standard CMOS process. Total area of the chip is<2211 mnt.
|_<Vleft Inside the padframe at the periphery to the bottom and left is scanner circuitry

for readout of pixel activity. At the periphery to the top and right is address
decoding circuitry to support the AER protocol. The core of the chip contains a
27 x 29 array of pixels.

Vright>_‘;

(b)

Fig. 17. Transceiver  pixel circuits implementing the ITI Vid
(Inhibit-Trigger-Inhibit) motion algorithm. (a) Computation of the direction

of motion by order of edge arrival. (b) Production of a bidirectional output

current from the direction information. PixAckPU >_<#

Xsel >—| PixAck

Dpix

) = \Y/ >—4
> Vdp qua

Iscanout

Dvdd

9

o< /ACK

Rpix

Fig. 20. Receiver pixel circuitry. When inpufs,.; andY.., are both active
high, current is provided to the nod&,.... Based on the biasé$§,.. andV;..
an adjustable threshold may be set so hat,, goes high when the input event

Fig. 18. Transceiver pixel sender communications interface circutgy,  frequency is greater than the threshold.
and ACK are the interface with the row arbiter, afit},;. goes to the column
circuitry.
Thus, the net average current to #ig.,, node is

The dc current tending to lower the potential Bf.c., IS R
provided by theV;., transistor and can be computed in sub- Tuyp — Iyown = FQspk — Laown
threshold as

whereQspx andIyown are constants for fixed pulse width and
Tiown = Tope™Vimn = Vottset bias conditions. If this net current is positive, the potential of
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assume thal,,.,, is allowed to leak down td/,g..; between
5r each stimulus presentation, we can expect a significantly softer
thresholding operation to be performed for a finite number of
events. In fact, the sharpness of the thresholding operation is
proportional toN.

Under medium bus load conditions, the receiver chip con-
sumes a static power of less than 3 mwW at 5 V.

w
T
1

D. System-Level Hardware Details

Response (V)

N
T
L

The board on which all of the above components were com-
bined is shown in Fig. 22. The sender chip is at left underneath
r 1 acamera lens which serves to focus an image of the stimulus
upon it. The rest of the board is spatially layed out much like
Fig. 11.

To reduce power consumption, the EPROMS are held in
" " e ppe > pye .+ standby mode until a request is generated by the sender chip.
Frequency (Hz) Because they are only active for the period that the request line
(a) is high, their power consumption depends upon the amount of
; . : . . ' activity on the AER bus, and thus average power consumption
is quite low. Because of the use of CMOS components for the
C-element and address multiplexer, the discrete logic circuitry
on the board draws power only when changing states and thus
4r 1 also has a low average power consumption.

In order to implement the desired spatial motion integration
algorithm through binary innervation matrices, the routing
processor (currently a microcontroller running at 33 MHz) is
programmed to receive events from each of the transceivers
and transmit only selected ones from a preprogrammed map
to specified units on the receiver chip. The summing operation
is performed implicitly by integration of the combined train of
T 1 events arriving at any receiver pixel. For example, to implement
a given set of binary innervation matrices, any event arriving
from a transceiver pixel with nonzero innervation matrix entry
would be sent to a given receiver pixel. This pixel converts the
o ” " o o o o . total event rate at its input into a voltage, with no knowledge of
Frequency (Hz) the origin of each individual event, thus reflecting the desired

(b) sum. No sequential logic is required to perform this task, and

Fig. 21. Theoretical receiver pixel performance. (a) Infinite number of evenqs.|us an EPROM mlght Implement the routing processor to

at each frequency. (b) Finite number of events at each frequency; curves for fSlPPOrt asingle setof innervation matrices.
different event counts are plotted. The sharpness of the threshold increases wittlowever, if multiple sets of innervation matrices are to be

the number of events received. simultaneously supported, a sequential processor is required.
For example, to implement simultaneous expansion and rotation
Viem Will rise with each event and eventually saturate nednervation matrices, a single transceiver event might be sent
V4. For a net negative current, the potential will fall with eacRn t0 as many as two different receiver pixels. In general, to
event and saturate nedg..;. Thus given an infinite number implement/ sets of_innervation matrices, the AER bus at
of events, the output of the circuit [Fig. 21(a)] is a binarye output of the routing processor may send out as many as

comparison of the input event frequency with a threshold evelt €vents for a single transceiver event. While a sequential
processor is required, the full complexity of a microcontroller is

w
T
1

Response (V)

)
T
1

frequenc
a Y not. As Hafliger [57] has shown, an asynchronous FPGA may
. Taown be used to implement this function quite efficiently. However,
Jene = Qupk in whatever manner the routing processor is implemented, it

represents a significant bottleneck in the system.

which would make the net current exactly zero. This frequency By clever selection of the wide-field motion templates that are
is affected both by biasdg., andVya. simultaneously implemented, it is possible to minimize the bus

Letus now consider a more realistic case [Fig. 21(b)] in whicklowdown out of the routing processor. For example, innervation
a finite numberV of events arrives at a given event frequencynatrices for expansion and contraction are completely nonover-
If the event frequency is very far from the threshdlg,.., will  lapping, yielding no bus slowdown when implemented simulta-
still saturate at one of the rails. However, if the event frequenagously. Clockwise and counterclockwise rotation are similarly
is close to the threshold, the potential will change less. If wenoverlapping. When expansion, contraction, and both direc-
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Fig. 22. Wirewrap board implementation of the spatial motion integration
system. The sender chip is to the lower left covered by a camera lens. The
rest of the board is layed out like Fig. 11 with, from left to right, columns of
EPROMSs and transceivers, the microcontroller, and the receiver chip.

tions of rotation are implemented simultaneously, there are only
twice as many events out of the routing processor as come in.

VI. EXPERIMENTAL RESULTS

Unlike the theoretical EMDs analyzed in Section IV, the
hardware implementation requires moving images to be visually
presented in order to produce motion outputs. In order %.23. Visual stimuli presented to the self-motion system. (a) Expanding (or
demonstrate the performance of our hardware system meostiracting) circles. (b) Rotating “wagon wheel.” (c) Translating bar grating.
clearly, we presented sequences of images such as expanﬁlﬁ'ﬁgargel box in Ea) aTg t()b) indic%tes the visual field of the chip, around which
circles, rotating wagon wheels, and moving bars which generat% Miar poiit coid be movec:
optical flow patterns similar to those which might be generated
in simple self-motion situations. Because full characterization of even one configuration of this

Computer-generated image sequences were presented ogyatem requires quite a lot of data, we focus on a single rather
LCD screen for reduced flicker. A compound lens was usemplex configuration. We support eight sets of innervation
to focus an image of the LCD screen onto the photosensitiiretrices, simultaneously synthesizing units on the receiver chip
sender chip. Stimuli presented include those shown in Fig. 2Bned for expansion, contraction, both directions of rotation,
The singular point (axis of rotation or focus of expansiorgnd four directions of translation. In this experiment, the bias
of each generalized spiral stimulus (expansion, contractidri,., iS set to zero so that the motion transceiver EMDs
rotation) could be moved around a rectangular grid coverimgoduce no output when not sensing motion and respond
the entire visual field of the chip. The output of the systemositively for motion in their preferred direction. This makes
was obtained from an appropriate number of receiver chipe EMD tuning curve look very much like our prototypical
pixels through serial scanners. EMD from Fig. 3 with §, = 180°. For this reason, each
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Fig. 24. Experimental results from board-level hardware system. Eight templates are simultaneously implemented: expansion, contracisen(CWgkw
rotation, counterclockwise (CCW) rotation, and the four cardinal directions of translation. Shown are the responses of all eight templatakztx ggie
motion patterns with variable singular points. The spatial extent of each data figure corresponds to the position of the singular point initié ofghal$ystem.
Brighter shading indicates stronger responses. (a) Expanding stimulus. (b) Contracting stimulus. (Continued in Fig. 25.)

generalized spiral innervation matrix covers exactly half of ithe visual field, it becomes indistinguishable (to sensors with
associated transceiver chip. Translational units sum the outpfjts= 180°) from a pure translational pattern. For example, in
from one entire transceiver chip. To make the threshold for th@ expanding pattern with FOE on the left edge of the visual
translation-tuned units comparable to that of the generalizield, every motion vector has a component of motion within
spiral-tuned units (as explained in Section V), it is necessary180° of pure rightward translation. This fact yields the response
send two events to each receiver chip translational unit for evany the left edge of the zero-degree-tuned unit in Fig. 24(a). The
one received from the corresponding transceiver chip. Whefiects of receiver pixel mismatch are visible in the differences
all eight types of pattern are simultaneously implemented, thetween the shape of the various responses.

routing processor produces four times as many events as th€ig. 26 shows responses of all eight units to translating
transceivers transmit. patterns. The generalized spiral stimuli show no significant

The output of each of the eight receiver chip units is shown [FSPONSe to _these patt_erns._The translation-tuned u_nits respond
Figs. 24 and 25 for a full set of generalized spiral stimuli witf the direction of their tuning over nearly 18@f stimulus

singular points located in a regular grid around the visual fieldng'e-
The receiver chip threshold is set so that the each unit can clearly
distinguish the flow field type for which it is tuned not only

from other flow field types, but also from the same flow field We have presented a computational architecture which has
type with a significantly displaced singular point. Note that, abe ability to simultaneously correlate the visually presented
predicted in Section IV-C, the translation-tuned units respondpattern of wide-field motion with a number of templates ex-
the generalized spiral stimuli at specific extreme singular poiptessed in the form of sets of innervation matrices.

locations. This is due to the fact that, as the singular point of The purely feedforward model presented has been shown to
any of the generalized spiral patterns approaches the edgelistriminate wide-field optical flow patterns of expansion, con-

VII. DISCUSSION
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Expansion unit Contraction unit CW rotation unit CCW rotation unit

0 degree translation unit 80 degree translation unit 180 degree translation unit 270 degree translation unit

@)

Expansion unit Contraction unit CW rotation unit CCW rotation unit

0 degree translation unit 90 degree translation unit 180 degree translation unit 270 degree translation unit

(b)

Fig. 25. Experimental results from board-level hardware system. Eight templates are simultaneously implemented: expansion, contracigen(CWgkw
rotation, counterclockwise (CCW) rotation, and the four cardinal directions of translation. Shown are the responses of all eight templatakzex gl
motion patterns with variable singular points. The spatial extent of each data figure corresponds to the position of the singular point initié ofthal$ystem.
Brighter shading indicates stronger responses. (a) CW rotating stimulus. (b) CCW rotating stimulus. (Continued from Fig. 24.)

traction, translation, and rotation with a fixed threshold. Fdwey to the functional usefulness of this system, and must be
smaller EMD bandwidths (particularyy, < 90°), discrimina- made based both on tlspecific platformon which the sensor
tion is made considerably easier by the fact that many pattemdl reside and theypes of self-motiomwhich are important to
which do not match the template produce no response at alldetect. These choices would be quite different, for example,
the worst cased, = 180°), there is only a factor of two betweenbetween terrestrial and airborne platforms. With a modest set of
outputs corresponding to matching and nonmatching stimuli.carefully chosen templates, a simple maximum operation would

Because the presented architecture is linear up to the poinatlbw a computation of the most likely self-motion within the
the thresholding operation, these optical flow patterns can algiwen possibilities; the value of this maximum is proportional to
be detected when presented in linear combination, as in morethe certainty of the self-motion classification. A more complex
alistic self-motion scenarios. This ability would allow a movinget of templates together with a linear combination of template
camera system to identify the kind of motion it is currently uneutputs could also estimate continuous parameters of platform
dergoing. However, our discussion in this paper does not addresstion such as heading direction and translation velocity.
the speed of such motion because speed tuning in our EMDs waghe spatial resolution required for practical application of the
left out for simplicity. In any implementation, the speed of theroposed system to self-motion estimation would depend on the
moving pattern does of course play a role in the output of tlspatial environment of the platform and the speed at which it
system. The response of this system would be graded in spemgst move. High spatial resolution is clearly required to resolve
in the same way that the EMDs themselves are, allowing a lesaall moving objects at large distances from the imager, which
binary estimation of self-motion parameters. would be required for a high-speed airborne platform. However,

In a self-motion application, a sensor of this type would terrestrial robot moving relatively slowly in a indoor environ-
produce multiple simultaneous outputs continuously indicatimgent would have much less stringent requirements. The number
the correlation of the current wide-field motion pattern with thef motion templates required and their complexity would de-
prescribed set of templates. The choice of template set is clegrgnd similarly on the specific problem.
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Expansion unit Contraction unit We have also shown a mixed-signal custom VLSI hardware
5 implementation of the computational architecture presented
above, and demonstrated its ability to discriminate wide-field
spatial patterns of visual motion including expansion, contrac-
tion, rotation, and translation which are relevant to self-motion.
The precision with which the implementation can discriminate
flow fields is limited by the nearly 180width of the direction
tuning of the EMDs used. As the theoretical discussion showed,
an EMD with narrowerd, would allow a larger difference in
system output between matching and nonmatching patterns.

This system allows the real-time processing of visual motion
with modest requirements for power, weight, and physical size.
Because the custom VLSI building blocks are employed in a
multichip architecture, the system possesses reconfigurability
(embodied in the EPROMSs and routing processor) superior to
a monolithic implementation. While a significant number of
individual components make up the system, each operates with
very low average power consumption largely because electrical
operation is asynchronouslyata driven not synchronously
clock driven like conventional serial computer implementations.
The physical size and weight of the present board is driven by
standard 40-pin DIP packages on the VLSI components which
could be easily replaced with more space-efficient packages.
Currently, commercial EPROMs are employed, but an EPROM
could simply be integrated into each motion transceiver chip.
Similarly, the address multiplexing logic could be integrated
into a custom routing processor, resulting in a much more phys-
ically compact system. Further, even better performance could
be achieved at the cost of some flexibility by implementing the
entire system on a single chip [60]. This would improve speed,
reduce power consumption, and attenuate many noise issues.
In such a monolithic implementation, the AER bus could still
be used to achieve “virtual wiring.”

Because of the fully parallel implementation strategy used in
all of the custom VLSI elements, increasing the pixel resolution
Fig. 26. Experimental results from board-level hardware system. Eigl more practical values requires only duplication of existing
templates are simultaneously implemented: expansion, contraction, clockwir@cessor elements. Power consumption will scale sublinearly

(CW) rotation, counterclockwise (CCW) rotation, and four cardinal directionﬁ m the values given as the number of elements increases due
of translation. Shown are the responses of all eight templates to translationg

motion patterns with the direction of translation varied 36Blot has been 'O POWer consumption by peripheral circuitry which does not
scaled taS;,. grow, or grows slowly, as resolution increases. The resolution

of the current system is driven only by what can be fit onto a

The possible applications of this system extend well beyoMOSIS “tiny chip.” With the current pixel design, systems with
self-motion estimation. Spatial integration of smaller regiorsspatial resolution of more than 128 by 128 pixels are realizable
of motion with inhibition from wide-field units could be through MOSIS.
used to implement localized detectors that respond only toThe implementation of eight templates for generalized spiral
small moving targets [58]. By making specialized patterns ahd translational spatial patterns of motion is meant to clearly
connections between small-field motion units, small movindemonstrate the capabilities of the present system, but will not
targets may be acquired and tracked [59]. By addition t¢dad to the best possible performance in estimation of self mo-
subtractive as well as additive inputs to the integration stagimn in real-world scenes. Better performance can certainly be
the signal-to-noise ratio could be increased by adding to eamthieved with the more involved “optimal” template set derived
innervation matrix negative entries where there are presenily Franzet al.[22] or by using sets of patterns as suggested by
zeros [26]. In addition, it would be possible to implement the work Duffy and Wurtz [8].
“center-surround” motion field by subtracting from each mo- The primary limitation of the current implementation is
tion output the activation of its neighbors such that only motiathe routing processor, implemented at present with a micro-
discontinuitiesare highlighted in the final stage. Further, if thecontroller. It is the only clocked component of the system
innervation matrix pattern were allowed to change dynamicallgnd draws considerably more power than the nonclocked
it would be possible to tune the pattern of desired motion tocamponents. Together with its clock generation circuitry, it
specific target as it moves across the visual field. draws 208 mW at 5 V. Because its operation is rather slow
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compared to the operation of the asynchronous digital elementss]
in the system, the speed at which it can produce events on the
receiver bus limits the number of simultaneous units that can bgs
synthesized by the system. The event rate at this juncture is not
very high relative to the AER bus bandwidth, and thus an FPGAL6
implementation [57] would certainly improve the speed at thism]
bottleneck and allow system performance to be improved.

(18]

ACKNOWLEDGMENT [19]

The authors would like to gratefully acknowledge the

X ) 2 s .. [20]
assistance of K. Boahen in providing and maintaining his im-
plementation of the AER protocol and would also like to thank
G. Indiveri, J. K. Douglass, and the anonymous reviewers fol2!]
thoughtful comments on the manuscript. Thanks also to N. J.
Strausfeld, Regents Professor of Neurobiology, Entomology,
Ecology and Evolutionary Biology, and Anatomy at the Uni- [22]
versity of Arizona for technical correspondence. This researcly
was begun while one of the authors, C. M. Higgins, was a
post-doctoral research fellow in the laboratory of C. Koch at?4]
the California Institute of Technology, where he was supported
by the Caltech Center for Neuromorphic Systems Engineering
as a part of the National Science Foundation’s Engineeringd]
Research Center program, as well as by the Office of Naval
Research. [26]

[27]

REFERENCES
[1]
[2]

S. Ullman, “Analysis of visual motion by biological and computer sys- [28]
tems,”Computer vol. 14, pp. 57—-69, 1981.

M. R. Ibbotson, “Identification of mechanisms underlying motion detec-

tion in mammals,” inMotion Vision: Computational, Neural, and Eco-
logical ConstraintsJ. M. Zanker and J. Zeil, Eds. New York: Springer, [29]
2001, pp. 57-65.

B. Hassenstein and W. Reichardt, “Systemtheorische analyze der Zeit{30]
Reihenfolgen- unVorzeichenauswertung bei der Bewegungsperzeption
des Russelkéfers Chlorophanuggits. Naturforschungvol. 11b, pp.
513-524, 1956.

E. Adelson and J. Bergen, “Spatiotemporal energy models for the perf31]
ception of motion,”J. Opt. Soc. Amer. Aol. 2, no. 2, pp. 284-299,

1985.

K. Hausen, “The lobula-complex of the fly: Structure, function, and sig- [32]
nificance in visual behavior,” ifPhotoreception and Vision in Inverte-
brates M. Ali, Ed. New York: Plenum, 1984, pp. 523-599.

H. Krapp and R. Hengstenberg, “Estimation of self-motion by optic flow [33]
processing in single visual interneuroniture vol. 384, pp. 463-466,

1996.

H. Saito, M. Yukie, K. Tanaka, K. Hikosaka, Y. Fukada, and E. lwai, “In- [34]
tegration of direction signals of image motion in the superior temporal
sulcus of the macaque monkey, Neurosci.vol. 6, pp. 145-157, 1986.

C. Duffy and R. Wurtz, “Response of monkey MST neurons to optic
flow stimuli with shifted centers of motion,J. Neurosci.vol. 15, no. 7,

pp. 5192-5208, 1995.

R. Jain, “Direct computation of the focus of expansiolEEE Trans.
Pattern Anal. Machine Intellvol. PAMI-5, pp. 58-64, 1983.

B. Horn and E. Weldon, “Direct methods for recovering motidnf J.
Comput. Vis.vol. 2, pp. 51-76, 1988.

W. Burger and B. Bhanu, “Estimating 3-D egomotion from perspective
image sequenceslEEE Trans. Pattern Anal. Machine Intellvol. 12,

pp. 1040-1058, Nov. 1990.

A. Verri, M. Straforini, and V. Torre, “Computational aspects of motion
perception in natural and artificial vision systemBHiil. Trans. R. Soc.
Lond. B vol. 337, pp. 429-443, 1992.

M. J. Barth and S. Tsuiji, “Egomotion determination through an intelli-
gent gaze control strategylEEE Trans. Syst., Man, Cyberwol. 23,

pp. 1424-1432, Sept./Oct. 1993.

(3]

[4]

(3]

(6]

(71

(8]

(35]

9]
(20]

(36]
[11]
[37]

[12]
(38]

[13]

527

J. S. Chahl and M. V. Srinivasan, “Visual computation of egomotion
using an image interpolation techniquddiol. Cybern, vol. 74, pp.
405-411, 1996.

] C. Fermuller and Y. Aloimonos, “On the geometry of visual correspon-

dence,”Int. J. Comput. Vis.vol. 21, no. 3, pp. 233-247, 1997.

J. J. Gibson,The Perception of the Visual World Boston, MA:
Houghton Mifflin, 1950.

D. Bradley, M. Maxwell, R. Andersen, M. Banks, and K. Shenoy,
“Mechanisms of heading perception in primate visual cort&cience

vol. 273, September 1996.

J. Perrone, “Model for the computation of self-motion in biological sys-
tems,”J. Opt. Soc. Amer. Aol. 9, pp. 177-194, 1992.

J. Perrone and L. Stone, “A model of self-motion estimation within pri-
mate extrastriate visual cortey/fs. Res.vol. 34, no. 21, pp. 2917-2938,
1994.

——, “Emulating the visual receptive-field properties of MST neurons
with a template model of heading estimatiod,' Neurosci.vol. 18, no.

15, pp. 5958-5975, 1998.

K. Tanaka, Y. Fukada, and H. Saito, “Underlying mechanisms of the
response specificity of expansion/contraction and rotation cells in
the dorsal part of the medial superior temporal area of the macaque
monkey,”J. Neurophys.vol. 62, no. 3, pp. 642-656, 1989.

M. Franz and H. Krapp, “Wide-Field, Motion-Sensitive Neurons and
Optimal Matched Filters for Optic Flow,” MPIK, 61, 1998.

——, “Wide-field, motion-sensitive neurons and matched filters for
optic flow fields,” Biol. Cybern, 2000.

H.-J. Dahmen, M. Franz, and H. Krapp, “Extracting egomotion from
optic flow: Limits of accuracy and neural matched filters, Motion Vi-
sion: Computational, Neural, and Ecological ConstrajntsM. Zanker
and J. Zeil, Eds. New York: Springer, 2001, pp. 143-168.

J. K. Douglass and N. J. Strausfeld, “Optic flow representation in the
optic lobes of Diptera: Modeling the role of T5 directional tuning prop-
erties,”J. Comp. Physiol. Avol. 186, pp. 783—-797, 2000.

—, “Optic flow representation in the optic lobes of Diptera: Modeling
innervation matrices onto collators and their evolutionary implications,”
J. Comp. Physiol. Avol. 186, pp. 799-811, 2000.

J. Tanner and C. Mead, “An integrated analog optical motion sensor,” in
VLSI Signal Processing,,IN. York, Ed. New York: IEEE Press, 1986,
pp. 59-76.

T. Horiuchi, J. Lazzaro, A. Moore, and C. Koch, “A delay-line based
motion detection chip,” irAdvances in Neural Information Processing
SystemsR. Lippman, J. Moody, and D. Touretzky, Eds. San Mateo,
CA: Morgan Kaufmann, 1991, pp. 406-412.

T. Delbriick, “Silicon retina with correlation-based, velocity-tuned
pixels,” IEEE Trans. Neural Networksol. 4, pp. 529-541, May 1993.

A. Moini, A. Bouzerdoum, A. Yakovleff, and K. Eshraghian, “A two
dimensional motion detector based on the insect visionPrwc. Ad-
vanced Focal Plane Arrays and Electronic Camer@erlin, Germany,
Oct. 10-11, 1996, pp. 146-157.

X. Arreguit, F. van Schaik, F. Bauduin, M. Bidiville, and E. Raeber, “A
CMOS motion detector system for pointing devicdEEE J. Solid State
Circuits, vol. 31, pp. 1916-1921, Dec. 1996.

R. Etienne-Cummings, J. Van der Spiegel, and P. Mueller, “A focal plane
visual motion measurement sensdgEEE Trans. Circuit Syst, vol. 44,

pp. 55-66, Jan. 1997.

C. M. Higgins, R. A. Deutschmann, and C. Koch, “Pulse-based 2D mo-
tion sensors,IEEE Trans. Circuits Syst. Iiol. 46, pp. 677-687, June
1999.

R. Harrison and C. Koch, “An analog VLSI model of the fly elemen-
tary motion detector,” iPAdvances in Neural Information Processing
SystemgM. I. Jordan, M. J. Kearns, and S. A. Solla, Eds. Cambridge,
MA: MIT Press, 1998, vol. 10, pp. 880—-886.

R. A. Deutschmann and C. Koch, “Compact real-time 2-D gradient
based analog VLSI motion sensoftoc. Int. Conf. Advanced Focal
Plane Arrays and Electronic Camergsp. 98—-108, 1998.

A. Stocker and R. Douglas, “Computation of smooth optical flow in a
feedback connected analog network,”Advances in Neural Informa-
tion Processing Systemb!. S. Kearns, S. A. Solla, and D. A. Cohn,
Eds. Cambridge, MA: MIT Press, 1999, vol. 11.

R. Sarpeshkar, J. Kramer, G. Indiveri, and C. Koch, “Analog VLSI ar-
chitectures for motion processing: From fundamental limits to system
applications,Proc. IEEE vol. 84, pp. 969-987, 1996.

G. Indiveri, J. Kramer, and C. Koch, “Parallel analog VLSI architectures
for computation of heading direction and time-to-contact Advances

in Neural Information Processing Systenis Touretzky, M. Mozer,
and M. Hasselmo, Eds. Cambridge, MA: MIT Press, 1996, vol. 8, pp.
720-726.



528

(39]

(40]

[41]

[42]

(43]

(44]

[45]

[46]

[47]

(48]

[49]

(50]

(51]

(52]

(53]

(54]

(55]

1. McQuirk, “An Analog VLSI Chip for Estimating the Focus of Expan-
sion,” Mass. Inst. Technol., Cambridge, Artif. Intell. Lab., 1577, 1996.

C. M. Higgins and C. Koch, “An integrated vision sensor for the com- [57]

putation of optical flow singular points,” iAdvances in Neural Infor-
mation Processing Systeyid. S. Kearns, S. A. Solla, and D. A. Cohn,
Eds. Cambridge, MA: MIT Press, 1999, vol. 11.

R. A. Deutschmann and O. G. Wenisch, “Compressive computation in
analog VLSI motion sensors,” iRroc. Deutsche Arbeitsgemeinschaft
fur Mustererkennungl998, pp. 564-571.

C. M. Higgins and C. Koch, “A modular multi-chip neuromorphic archi- [59]

tecture for real-time visual motion processingyialog Integr. Circuits
Signal Processvol. 24, no. 3, Sept. 2000.

M. Mahowald, “VLSI analogs of neuronal visual processing: A [60]

synthesis of form and function,” Ph.D. dissertation, California Inst.
Technol., Dept. Comput. Neural Syst., Pasadena, 1992.

K. Boahen, “Retinomorphic vision systems,”foc. Int. Conf. Micro-
electronics for Neural Networks and Fuzzy Systetf86, pp. 2—14.

—, “Athroughput-on-demand 2-D address-event transmitter for neu-
romorphic chips,” inProc. 20th Conf. Advanced Research in VL&
lanta, GA, 1999.

——, “Retinomorphic chips that see quadruple images,Pinc. 7th
Int. Conf. Microelectronics for Neural, Fuzzy and Bio-Inspired System
Apr. 1999.

G. Indiveri, A. M. Whatley, and J. Kramer, “A reconfigurable neuromor-
phic VLSI multi-chip system applied to visual motion computation,” in
Proc. 7th Int. Conf. Microelectronics for Neural, Fuzzy and Bio-Inspirec
SystemsApr. pp. 37-44, 1999.

S. R. Deiss, R. J. Douglas, and A. M. Whatley, “A pulse-coded comm
nications infrastructure for neuromorphic systems,’Pinised Neural
Networks W. Maass and C. M. Bishop, Eds. Cambridge, MA: MITi
Press, 1998, ch. 6, pp. 157-178.

J. Kramer, R. Sarpeshkar, and C. Koch, “Pulse-based analog VLSI
locity sensors,|IEEE Trans. Circuits Syst. Ivol. 44, pp. 86-101, Jan.
1997.

[58]

4

IEEE SENSORS JOURNAL, VOL. 2, NO. 6, DECEMBER 2002

[56] C. Mead,Analog VLSI and Neural SystemsReading, MA: Addison-

Wesley, 1989.

P. Hafliger, “Asynchronous event redirecting in bio-inspired communi-
cation,” Proc. 8th IEEE Int. Conf. Electronics, Circuits, and Systems
2001.

A. Warzecha, M. Egelhaaf, and A. Borst, “Neural circuit tuning fly vi-
sual interneurons to motion of small objects. I. Dissection of the cir-
cuit by pharmacological and photoinactivation techniquds Neuro-
physiol, vol. 69, no. 2, pp. 329-339, 1993.

W. Gronenberg and N. J. Strausfeld, “Descending pathways connecting
the male-specific visual system of flies to the neck and flight motbr,”
Comparative Physiol. Avol. 169, pp. 413-426, 1991.

0. Landolt,Place Coding in Analog VLSI — A Neuromorphic Approach
to Computation Boston, MA: Kluwer, 1998.

[61] N.J. Strausfeld, private communication, 2002.

Charles M. Higgins received the Ph.D. degree in
electrical engineering from the California Institute
of Technology (Caltech), Pasadena, in 1993.

He worked in the Radar Systems Group at MIT
Lincoln Laboratory, Lexington, MA, until 1996,
when he returned to Caltech as a Post-Doctoral
Research Fellow in the Division of Biology. In 1999,
he joined the Department of Electrical and Computer
Engineering, University of Arizona, Tucson, as an
Assistant Professor, where he holds a joint appoint-
ment in the Division of Neurobiology. His research

\i/%_in the area of biologically inspired analog/digital VLSI vision and robotic
systems. His research interests include analog computation, asynchronous
digital inter-chip communication, hardware emulations of biological neural

S. Shams, “A multichip neuromorphic motion processor for extractinf;yStems’ and autonomous systems.

egomotion information,” M.S. thesis, Univ. Arizona, Dept. Elect.
Comput. Eng., Tucson, 2000.

J. G. Elias, “Artificial dendritic trees,Neural Computat.vol. 5, pp.
648-663, 1993.

A. Mortara, E. Vittoz, and P. Venier, “A communications scheme fo
analog VLSI perceptive systemdEEE J. Solid State Circuit/ol. 30,
pp. 660—669, June 1995.

Z. Kalayjian, J. Waskiewicz, D. Yochelson, and A. Andreou, “Asyn-
chronous sampling of 2D arrays using winner-takes-all arbitration,” i
Proc. IEEE Int. Symp. Circuits and SysterAtlanta, GA, pp. 393-396,
1996.

T. S. Lande, EdNeuromorphic Systems Engineering: Neural Network
in Silicon Boston, MA: Kluwer, 1998.

T. Delbriick and C. Mead, “Analog VLSI phototransduction by con
tinuous-time, adaptive, logarithmic photoreceptor circuits,Vigion

Shaikh Arif Shams received the M.S. degree
in electrical and computer engineering from the
University of Arizona, Tucson, in 2000. During
his Master's research, he worked on developing
a multichip neuromorphic motion processor for
extracting egomotion information.

After graduation, he joined Intel Corporation,
Chandler, AZ, as a Component Design Engineer.
He is working on circuit design, RTL coding, and
logic verification in the Madison project developing
a 64-b architecture in the Itanium processor family.

Chips: Implementing Vision Algorithms with Analog VLSI Circuis  His research interests include analog/digital/mixed signal VLSI, neuromorphic
Koch and H. Li, Eds: IEEE Computer Soc. Press, 1995, pp. 139-161systems, computation, and robotics.



	Index: 
	CCC: 0-7803-5957-7/00/$10.00 © 2000 IEEE
	ccc: 0-7803-5957-7/00/$10.00 © 2000 IEEE
	cce: 0-7803-5957-7/00/$10.00 © 2000 IEEE
	index: 
	INDEX: 
	ind: 


